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           |       bicontig

    demdem |         0          1 |     Total

-----------+----------------------+----------

         0 |    421984      13739 |    435723 

           |     96.85       3.15 |    100.00 
-----------+----------------------+----------

         1 |     46038       2400 |     48438 

           |     95.05       4.95 |    100.00 
-----------+----------------------+----------

     Total |    468022      16139 |    484161 

           |     96.67       3.33 |    100.00
To think about the logic at work here refer constantly to the table…

There is an argument in the literature about the “contagion” effect of democracy. That is, when countries that are not democratic look at democracies they find they could also be democratic, and hence support for the authoritarian regimes falls. So it is logical to think that this effect is stronger between neighboring countries. Now, suppose we don’t agree with this hypothesis. That is we think that the fact that a country X is bicontiguous with a country Y does not affect its chances of being a democracy. In probability language, our argument is that the probability that a bicontiguous dyad is democratic is the same as the probability that it is not. This “initial hypothesis” gives you your PRIORS, which in this case are:

P(bicontiguous  countries are democracies)= P(bicontiguous  countries are ~democracies)=.5

How to calculate other terms in Bayes rule? (look at the data I am looking at to answer the questions, in every case notice what is the total number I am considering to calculate the probabilities this is key!)

P(A & B):

P(democratic dyad is bicontiguos)=2400/484161=0.005

Can you see why? There are 2400 observations that are both democratic dyads and bicontiguous countries. 

P(A):

P(democratic dyad)= (46038+2400)/ 484161=0.1

Check this in the table above, can you see why? This is ordinary probability

P(B):

P(bicontigous dyad)= (13739+2400)/484161=0.03

P(A|B):

P(democratic dyad given that the dyad is bicontiguous)=2400/16139=0.15

NOTICE: P(A & B)= P(A|B)*P(B)!!!! (there are some rounding errors in here)

Conditional Probability: the probability that one event will occur given that another one has occurred: P(A|B)=P(A&B)/P(B)


Independence implies P(A|B)=P(A)

Bayes Rule:
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This expression gives you the probability that B happens by adding the probability that B happens if A happens and the probability that B happens if A does not happen





This is your prior
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